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We have examined aftereffects and illusions using images defined by five different
visual attributes: luminance, color, texture, motion, and binocular disparity. Our results
suggest that, for all five attributes, the initial representation of two-dimensional shape
involves information about local size and orientation and that in many cases, these size and
orientation codes are analyzed independently for individual attributes. Why should these
two-dimensional size and orientation analyses be duplicated for several attributes? First,
multiple analyses increase reliability. In particular, color and texture borders are more re-
liably linked to object borders than is luminance (luminance contours are often confounded
by shadow borders). Second, using similar codes for each attribute allows a standardized
image description that facilitates the subsequent integration of the separate images.

Why are the low-level codes specifically size and orientation? Again reliability may be
the reason. Early contour extraction is significantly more accurate when based on local size
and orientation information, and the ultimate role of these codes may be to develop a contour
representation of the image. On the other hand, difficulties in classifying different types of
image contours suggest that the initial memory access should not be based on explicit contour
representations but on representations that are invariant to size and orientation. These also
depend on the early extraction of size and orientation information. The functionally inde-
pendent pathways that are demonstrated in the experiments reported here do not appear to
domuch more than extract two-dimensional representations. It seems very unlikely that such
an early stage in visual processing would involve all the visual cortices up to and including
areas MT and V4. It is proposed that these cortices are the beginnings of a different set of
pathways that are not specific to stimulus attributes.

Introduction color, or motion. Each of these sepa-
rate images conveys a message about

The goal of vision is to informus  the value of the attribute in question, in-
both of the identity of objects in view  dicating whether a particular position
and their spatial positions. Researchin  is, say, red or green. Some of these
several fields has recently indicated images also provide three-dimensional
that the initial information concerning  information such depth from binocular
the scene may be analyzed as several  disparity or surface slants from local
separate images, each involving a par-  gradients of motion or texture. Although
ticular visual attribute such as texture,  the analysis of these attribute-specific
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262 Neural Mechanisrms of Visual Perception

images likely involves specialized
processes, all of the images convey a
message about the two-dimensional
shape of regions, and all of these may
represent two-dimensional shape in a
similar manner. These two-dimensional
shape descriptions can then be used to
infer three-dimensional object struc-
ture through cues such as occlusion,
perspective, contour junctions, and the
change of shape over time (structure
from motion). The extraction of a two-
dimensional description of the retinal
image is a major step in visual analysis
and the purpose of this paper is to
examine the nature and degree of inde-
pendence of the analyses of two-di-
mensional shape for different visual at-
tributes.

Physiological studies have given
clear evidence of multiple analyses at
early levels in vision. An image can be
considered a superposition of several
surface attributes such as color, texture,
and luminance and in the first area of
visual cortex, V1,cells respond tomany
of these attributes conjointly: orienta-
tion, size, color, direction of motion,
binocular disparity. We could imagine
processes that operate on this com-
bined image in order to segment re-
gions defined by various attributes but
that does not seem to be the case. Cowey'
and Barlow? have argued that local
interactions are an integral part of the
low-level processes that the visual
system applies to these attributes and
that for reasons of simplicity and econ-
omy (length of axons), the visual sys-
tem has opted to analyze different at-
tributes in physically separate areas.
There is physiological evidence that

relative motion and color are analyzed
by specialized cortical areas® and there-
fore that the stimulus information de-
fined only by color or only by motion
will follow separate pathways through
these areas. Visual deficits following
brain lesions in human patients have
shown independent losses of vision for
motion,’ color,® and luminance,’ indi-
cating some physical separation in the
cortical representations or projections
for these attributes. Although the exis-
tence of multiple representations in
extrastriate cortex is widely accepted,
the routing of information through these
areas and the stimulus and/or response
attributes processed by each are not yet
clearly established.?

The work described in this paper
examines the functional pathways of
information by using perceptual tasks
in normal humans. We have studied
five stimulus attributes (Figure 1): color,
luminance, texture, binocular dispar-
ity, and relative motion. Undoubtedly,
the actual pathways are considerably
more tortuous than those shown in
Figure 1, but this simplified schematic
can serve as a useful point of departure
for research. To construct images de-
fined by a single attribute, texture for
example, we start with a black and
white figure and replace the black areas
with one texture and the white areas
with a different texture having the same
mean luminance. Figure 2 demonstrates
this attribute replacement for texture
and binocular disparity. Using images
defined by individual attributes, we have
been able to demonstrate psychophysi-
cally that there are independent analy-
ses of several attributes.*'? Whether or




From Single Cells to Visual Perception 263

&>

MmO MA>»—T-HW®W

Binocular '_, + Shading
Disparity Occlusion
Surfaces

Colour '-

+ Texture I—

Derived
Attributes

Invariances

Figure 1. Perceptual pathways in the visual system. Luminance, motion, binocular disparity, color,
and texture are stimulus surface qualities that may receive independent analyses. Each of these
analyses generates a two-dimensional representation of the attribute, contributing to an overall
representation of stimulus shape. These independent representations may be followed by one or
more high-level representations that reintegrate information from all attributes and from which are
drawn inferences of shading, occlusion, and surfaces inferences.

not analyses that are functionally inde-
pendent are also physically separate is
a question best answered with physio-
logical methods. In fact, since several
studies have shown that analysis of dif-
ferentattributes can be compartmental-
ized within one visual cortex (for ex-
ample, processing of chromatic proper-
ties in the cytochrome oxidase blob
areas of V1 and achromatic properties
in interblob regions),'*! functional in-
dependence may imply either physical
separation in local compartments or in
separate cortices.

Whatever the routing of informa-
tion through various stages of early
analysis, the separate descriptions must
at some point be recombined, and this
raises interesting questions concerning

the extent of the independent analysis,
the cooperation across attributes, and
the resolution of conflicts. Bulthoff and
Mallot'* and Sperling and Dosher'® have
described situations of conflict between
various cues in establishing three-di-
mensional shape. Gregory'” has pro-
posed that luminance is the primary
attribute in determining contour loca-
tion and that other attributes simply
fill out to the luminance-defined bor-
der. He calls this border locking and
claims that the luminance information
is the master map and that the others are
adjusted into register with it. Our
work®!"182 gives no evidence of spe-
cial primacy or privilege for luminance
information other than the extra resolu-
tion it affords. We feel that the determi-
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Figure 2. Representations of a shadowed, block letter E defined by (a) luminance, (b) texture, and
(c) binocular disparity (the left and right hand panels must be fused).

nation of object borders involves much
more interattribute cooperation. In fact,
the redundancy offered by the inde-
pendent analysis of separate attributes
may be the most important advantage
of separate analyses.

What follows this initial two-di-
mensional analysis of visual attributes?
Are rudimentary object descriptions
built up from these two-dimensional
images of individual attributes at an
early level in vision? The object-based
approaches of Marr® and Biederman®
suggest that they are. Work that we
have just begun®? takes a quite differ-
ent approach, suggesting that object
parts and boundaries should not be
explicitly identified at such an early
stage and that matching of raw two-di-
mensional views may be the most ef-
fective way to make the initial memory
contact. [ will not describe the nature of
objectrepresentations here but concen-
trate rather on the nature of the multiple
representations in early vision.

Inputs. Although Figure 1 places
all the five attributes we have consid-
ered at the same level, the different
attributes, in fact, become explicitly

represented at different stages in the
visual system. As shown schematically
in Figure 3, luminance and color are the
initial attributes that represent the im-
age, and these are followed by binocu-
lar disparity, motion, and texture, each
of which emerges as a property of
contours defined by the first two.
Since there is an area specialized
for the analysis of color (V4, 3) it is
often assumed that color information
does not contribute to the pathways
involved in the analysis of motion and
binocular disparity. However, color
does contribute to motion?* and to
binocular disparity.3'*? Qur most re-
cent studies®** suggest that the contri-
butionof colorto motion passes through
the opponent-color (parvocellular) path-
way from the retina to the striate cortex
rather than “leaking” into the non-op-
ponent (magnocellular) pathway that
carries the luminance contribution to
motion.? These separate routes for color
and luminance then converge to form a
common motion pathway and a com-
mon site for motion aftereffects.” Al-
though color does contribute to the
second-order attributes as shown in
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Figure 3. Texture, binocular disparity, and motion are second-order attributes of patterns defined
by luminance or color. Color makes a weaker contribution to these second order attributes than does

luminance.

Figure 3, itscontributionis much weaker
than that of luminance.

Shape primitives. The two-dimen-
sional shape of a stimulus is coded on a
global level by the spatial arrangement
of image information in each pathway.
To segment image areas defined by a
particular attribute, the visual system
must be able to distinguish one region
from another which it can do very well
by simply coding the value of the attrib-
ute (say, color) at each pointin aretino-
topic map. In the case of luminance,
however, it has been demonstrated that
the visual systemn goes beyond this
simple coding and extracts local struc-
ture (shape primitives) directly with
cells that are selective to orientation
and size* and perhaps curvature.” The
visual system may use similar shape
primitives (receptive-field structures)

for all attributes or may have some
specialized encoding for particular at-
tributes, for example, extracting local
orientation and size for luminance and
but only coding values point by point
for other attributes. The shape primi-
tives available for each attribute limit,
and in a way, identify the algorithms
the visual system can use to represent
shapes. For example, position-, size-,
and orientation-invariant descriptions
that could form the basis for memory
and recognition operations®**’ require
size and orientation coding at an early
level.

Physiological studies have identi-
fied receptive-field structures at sev-
eral stages in the visual system. In the
retina and lateral geniculate, for ex-
ample, information is coded by antago-
nistic center and surround organization
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Figure 4. Tilt aftereffects as a function of the attribute defining the bars of the adapting and test
gratings. Vertical handles show standard errors (+1.0 S.E.).

and these contribute, in the striate cor-
tex, to the formation of orientation- and
size-selective cells.* Cells in area V4
appear to have both oriented and non-
oriented receptive fields selective for
color’ while many cells in area MT,
although directionally selective, do not
appear to be orientation-selective, at
least not for the orientation of a moving
bar. Whether or not they are selective
for the orientation of bars defined by
relative motion has notbeen determined.
Cellsinarea V1 and V2 that respond to
random-dot stereograms do not appear
to be selective for the orientation of
bars presented as random-dot stere-
ograms.” Although this catalogue of
receptive-field structures is extensive,
itis not sufficient to identify the coding
dimensions ultimately available for all
of the attributes we are studying. We

have, therefore, developed a series of
psychophysical tests to identify coding
primitives for these attributes.

Aftereffects. Size* and tilt afteref-
fects*' have been used to infer the exis-
tence of size and orientation coding di-
mensions and we have examined these
aftereffects for each attribute. We have
already demonstrated size aftereffects
for color stimuli.? Elsner*? has demon-
strated orientation specificity for color
stimuli using a tilt aftereffect, and Ty-
ler*? has reported tilt and spatial fre-
quency aftereffects for random-dot
stereograms.

With Patrick Flanagan and Olga
Favreau, I have examined the tilt after-
effect paradigm to determine whether
there are orientation-tuned detectors
specialized for luminance, color, tex-
ture, relative motion, and binocular




From Single Cefls fo Visual Perception 267

Figure 5. Opposing aftereffects paradigm. Observers alternated adaptation between a luminance-
defined grating tilted one way and a texture-defined grating tilted the other way. Vertical tests
defined by luminance appeared tilted the opposite direction from the luminance-defined adapting
gratings and vertical tests defined by texture appeared tilted the opposite direction from the texture-

defined adapting grating.

disparity. We use a standard induction
and test procedure for all the candidate
pathways: observers are exposed to the
adapting stimulus for 8.0 seconds and
then to the test for 0.3 seconds in a re-
peating cycle. The stimuli are square-
wave gratings of 0.5 cycles per degree
presented in an 8° square display. The
adapting stimuli are tilted 15° off verti-
cal. When the testis present, they match
the apparent tilt of the test by adjusting
a comparison stimulus presented in an
unadapted region of the visual field.
We recently compared tilt aftereffects
for all five attributes (Figure 4) and
found that they were all of similar
strength.'%%

This result may imply either that
each attribute undergoes a separate but
similar orientation analysis or that a
single orientation analysis operates on
a higher image that recombines the
images from the separate attributes in
some manner. In order to distinguish
between these two possibilities, we have
used an opposing adaptation technique

where we induce opposite aftereffects
for two attributes simultaneously.
Observers alternately adapt to, for ex-
ample, texture gratings tilting to the left
of vertical and luminance gratings tilt-
ing to the right (Figure 5). Three ob-
servers participated in these experi-
ments. Following adaptation, vertical
test gratings appear tilted to the right if
they are defined by texture but tilted to
the left if defined by luminance. These
independenttilt aftereffects demonstrate
that similar analyses of orientation must
be occurring in parallel for texture and
luminance. In addition, we have been
able to show independent aftereffects
for color and texture, and color and
luminance (Figure 6). In fact, we have
found'® independent analyses of orien-
tation for a luminance pathway and two
chromatic pathways, one red-green and
the other aligned with the short-wave-
length cone axis (tritanopic confusion
line). Since orientation analysis does
not emerge until the first cortical visual
area, this represents evidence of the use
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Figure 6. Tilt aftereffects measured in opposing adaptation conditions for luminance versus
texture, color versus texture, and color versus luminance. Vertical handles show standard errors

(+1.0 S.E)).
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Figure 7. Tiltaftereffects measured in opposing adaptation conditions for sterco versus luminance
and texture, and for motion versus luminance, color, and texture. The condition of siereo versus
color could not be measured because red-green anaglyphs were used to present the random-dot
stereograms and the color stimuli could not be seen properly through the filter glasses. Vertical

handles show standard errors (+1.0 S.E.).

of cardinal color axes* at the cortical
level.

In contrast to these independent
tilt aftereffects, we find no independ-
ence in the opposed adaptation para-
digm whenever one of the tilted grat-
ings is defined by either motion or
binocular disparity (Figure 7). In this
case, the observed tilt on the motion or

binocular disparity-defined test grating
is in the same direction as that seen on
the other test (luminance-, color-, or
texture-defined). This may imply that
the adaptation effects of motion or
binocular disparity-defined stimuli are
simply overwhelmed by the stronger
stimuli. If this were the case, then pit-
ting motion-defined stimuli against
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Figure 8. Tilt aftereffects measured in opposing adaptation conditions for motion versus stereo.

Vertical handles show standard errors (+1.0 S.E.).

binocular disparity-defined stimuli
should involve equal adaptation
strengths, and the independent afteref-
fects should reappear. Figure 8 shows
that this is not the case. When motion-
defined stimuli and binocular dispar-
ity-defined stimuli are opposed, there
is little or no aftereffect in either direc-
tion. These results suggest that there is
no independently adaptable orientation
analysis for motion-defined or binocu-
lar disparity-defined stimuli. The tilt
aftereffects seen in the original experi-
ment following adaptation for motion-
defined or binocular disparity-defined
stimuli presented alone (Figure 4) must
have been based ina higher-level repre-

sentation, common to all the attributes,
that also represented orientation ex-
plicitly and was adaptable. For size
aftereffects, we have demonstrated
independent size aftereffects for color
and luminance’ and we shall shortly
begin to test for independence with
other attributes.

Illusions. Two illusions, horizon-
tal-vertical illusion and tilt illusion
(Zbllner), were tested with composite
figures (Figure 9). Figure 10 gives an
example of the horizontal-vertical illu-
sion presented as a composite figure
with the horizontal bar defined by tex-
ture and the vertical bar defined by
binocular disparity (the two images in
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Figure 9. Two illusions, horizontal-vertical and Zllner, used to test effects in composite figures.
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Figure 10. Horizontal-vertical illusion presented as a composite figure. The 1wo images must be
fused to sec the vertical bar defined by sterco. The horizonial bar is defined by texture.

the figure must be fused to produce the
stereoscopic effect). Composite figures
like that of Figure 10 allow us to test the
level at which illusions occur. An illu-
sion that remains undiminished in a
composite figure must involve pro-

cesses that operate on a combined im-
age. An illusion whose strength is re-
duced in a composite figure must in-
volve processes that operate independ-
ently on individual attributes.

With two exceptions (color and
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Figure 11. Horizontal-vertical illusion as a function of stimulus attribute and whether the attribute
was used to defined both bars (“within” condition: dark striped columns) or only one of them
(“between” condition: light striped columns), the other being defined by a differcnt attribute. The
vertical axis shows the percent lengthening of the horizontal bar required for it to appear equal in
length to the vertical bar. Vertical handles show standard errors (+1.0SE.).

stereo could not be combined because
red-green anaglyphs were used to pres-
ent the random dot stereograms, and
the color stimuli could not be seen
properly through the filter glasses), all
possible combinations of the five at-
tributes were used in these figures pro-
ducing 23 different versions: five
“within” figures with both the inducing
and the test portion of the illusion fig-
uredefined by the same attribute and 18

“between” figures with the two compo-
nents defined by different attributes.
The display subtended 10° of visual
angle and, for the horizontal-vertical
illusion, observers adjusted the length
of the horizontal bar until it appeared to
equal that of the vertical bar. Four
observers participated. The results are
shown in Figure 11. The values shown
for the “between” results for each at-
tribute are the average of resultsinvolv-
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Figure 12. Zollner illusion as a function of stimulus attribut¢ and whether the attribute was used
10 define both the central shaft and the inducing bars (“within” condition: dark striped columns) or
only one of them (“between” condition: light striped columns), while the other was defined by a
different attribute. The vertical axis shows the apparent angular tilt of the central shaft. Vertical

handles show standard errors (+1.0 S.E.).

ing that particular attribute in all its
combinations with the four others. The
strength of the horizontal-vertical illu-
sion was very similar for all the attrib-
utes whether both lines were defined by
the same attribute (within) or by differ-
ent attributes (between).

For the Zollner illusion, a small
dot was placed 2° from the end of the
central shaft of the Zollner figure. Ob-

servers adjusted the position of this dot
until they felt that it was colinear with
the apparent direction of the central
shaft. Four observers participated. Other
than the change in the illusion figure,
the conditions used were the same as
those in the horizontal-vertical tests de-
scribed above. The results are shown in
Figure 12. The strength of the illusion
was similar for all attributes in the
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Figure 13. Illusion strength for “between™ conditions divided by that for “within” conditions as
a function of illusion. Vertical handles show standard errors (+1.0 S.E.).

“within” conditions and similar, as well,
across attributes in the “between” con-
ditions. However, the illusion strength
was uniformly smallerin the “between”
conditions than in the “within” condi-
tions.

A “between-within” ratio was
computed by dividing the average illu-
sion strength for all “between” figures
by the average strength for all “within”
figures (Figure 13). A value of 1.0 for
this ratio indicates that processes re-
sponsible for the illusion could access a
combined shape representation while a

value less than 1.0 indicates that the
processes responsible must, at least in
part, be located in the individual path-
ways so that the integrated figure was
unavailable to them and so could not
trigger the illusion. The horizontal-
vertical illusion had a between-within
ratio that did not differ significantly
from 1.0, indicating that the processes
underlying the illusions access an inte-
grated image. Processes involved in
spatial scaling of horizontal and verti-
cal dimensions might be expected to
operate on an integrated image since
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Figure 14. Schematic repre-
sentation of the difference in
tilt illusion for a figure with
shaft and inducing bars both
defined by the same attribute
(top) and the same figure with

the shaft defined by one at-
tribute and the inducing bars
defined by another (bottom).
On the top in the “within”
condition, atiltillusion is gen~
erated by orientation analy-
ses both in the independent
pathways depicted in the
center and the common rep-

e

resentation at the right. The
two effects combine to pro-
duce atotal effect greater than
either alone. On the bottom
in the “between” condition, a
tilt illusion is generated by
orientation analyses only in
the common representation
attheright. The inducing bars

Stimulus

and the central shaft are rep-
resented in separate inde- >
pendent pathways and so no
interaction can 1ake place to
produce a tilt illusion at this
level. The final result in the :
“within” condition is there- .
fore larger than in the “be-
tween” condition.

Stimulus
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they must deal with scenes made up of
objects defined by an arbitrary assort-
ment of attributes. For the Zdllner illu-
sion, on the other hand, the ratio was
significantly less than 1.0, implying
that the orientation coding underlying
this tilt illusion must be occurring inde-
pendently in each pathway to some
extent: acomposite figure would, there-
fore, produce less illusion than one
defined by a single attribute (Figure
14). The ratio was, nevertheless, also

greater than zero indicating that there is
some interpathway interaction for ori-
entation coding or alternately some
orientation coding in a common high-
level representation.

The previous experiments on tilt
aftereffects had indicated that stimuli
defined by motion or binocular dispar-
ity did not produce independent tilt af-
tereffects. For purposes of comparison,
the results of the tilt illusion for figures
involving motion and binocular dispar-
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Figure 15. Z6lIner illusion as a function of the stimulus attribute defining the central shaftand that
defining the inducing bars for the attributes stereo and motion only. The vertical axis shows the
apparent angular tilt of the central shaft. Motion-motion and stereo-stereo are “within™ conditions
while motion-stereo and stereo-motion are “between” conditions. Vertical handles show standard

errors (+1.0 S.E.).

ity are shown in Figure 15. The data
show a drop in illusion strength for
Zsllner figures composed of both mo-
tion and binocular disparity-defined
bars compared to those composed of
only motion-defined bars or only bin-
ocular disparity-defined bars. The tilt
illusion data suggests that there is inde-
pendent analysis of orientation for

motion binocular disparity pathways,
at least to the same extent as for the
other pathways. The results from the
tilt aftereffect study indicate that the
orientation analysis, althoughitoccurs,
may not involve adaptable mechanisms.
Both studies do suggest the role of an
orientation analysis that operates on a
common representation.
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Discussion

These resultsraise several intrigu-
ing questions: why there are several
analyses, why they seem similar and
why they involve, in particular, size
and orientation. Since our work here 1s
not yetcomplete, the answers are specu-
lative and offer interesting directions
for further research.

Whyarethere several analyses? It
is clear that if at least one analysis of
shape, say based on luminance, is use-
ful, more may be significantly better.
Many surfaces are distinguished from
their surrounds not only by luminance
differences but also by texture and color
so that shape analyses for additional
features would improve the segmenta-
tion of the surfaces in the scene. In fact,
it is easy to argue that luminance, the
favored attribute in most shape analysis
programs in computer vision, is a prob-
lematic choice because many luminance
edges in the scene are irrelevant shadow
borders. Color and texture differences
are much more reliably linked to object
boundaries than are luminance edges.

Why are they similar? We have
established that there is independent
orientation analysis for several attrib-
utes and independent size analysis for
at least two. We have not yet estab-
lished that the analysis of each attribute
is similar in every respect but one very
important reason for the degree of
similarity that we have found may be
the exchange of image information
between analyses. If an integrated
higher-level image is to be formed, it is
useful to have all lower-level images
defined in a standard format. Size and

orientation coding may therefore be
part of an internal standard for image
exchange in the visual system.

If the shape codes forall the attrib-
utes are similar, we would expect that
processes that depend on two-dimen-
sional shape should be effective on a
given two-dimensional shape no mat-
ter what attribute is used to define it.
Forexample, we should be able tointer-
pret an ellipse as a tilted circle whether
the ellipse is defined by color (red on
green of equal luminance), by a ran-
dom-dot stereogram or by luminance
(black on white). Phenomena that de-
pend on information other than shape
or that depend on a particular encoding
of two-dimensional shape may be pre-
served for stimuli defined by some at-
tributes but lost for others.

In 1971, Julesz*® reported that
shapes defined by random-dot stere-
ograms produced classical visual illu-
sions, identifiable letters and various
other perceptual phenomena. Inextend-
ing Julesz’s approach to additional at-
tributes, we have found that all three-
dimensional shape inferences involv-
ing objects defined by explicitcontours
work for all attributes.'®19%'2247 These
results are directly opposed to the claims
of Livingstone and Hubel* that mo-
nocular depth cues are ineffective un-
less luminance defines the stimuluscon-
tours. Our studies clearly show that this
is not the case, and we attribute their
failures to find three-dimensional depth
to the fine detail in their images, detail
that is critical to the interpretation of
their figures. In their stimuli, this fine
detail can only be resolved across the
entire image if luminance is present



and both the stimulus and the depth are
lost at equiluminance.

Not all three-dimensional infer-
ences are possible for every attribute,
however. Stimuli involving implicit
object borders appear to require lumi-
nance. For example, shadows and sub-
jective contours both can be perceived
with stimuli defined by luminance but
both fail to be perceived for the same
stimuli when defined by other attrib-
utes (forexample, Figure 3) even when
the object is in motion.*” The luminance
pathway is essential for shadows and
subjective contours and the essential
information that is derived in the lumi-
nance pathway may be the polarity of
contrast across the borders.'?

Why size and orientation? There
are two possible answers for the popu-
larity of these two image codes. The
firstis thatlocal size and orientation in-
formation significantly improves the
detection of contours in the image.
These multi-scale approaches* to con-
tour identification are the initial stages
of contour labeling involved in recog-
nition-by-componentmodels. Contours
are extracted and object parts, whether
generalized cylinders? or geons,” are
identified from these contours using
simple image constraints. These early
representations then index memory to
retrieve objectidentity and other useful
information for completing the three-
dimensional model. Memory represen-
tations are assumed to be object-cen-
tered in that arbitrary views of the ob-
ject can be matched to the memory
prototype.

The second possibility is that size
and orientation codes are an intermedi-
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ate step in obtaining size- and orienta-
tion-invariant shape descriptions.
Fourier-Mellin transforms*® and
Fourier-log polar-Fourier transforms*-’
arerepresentatives of thisclass of trans-
form. The coincidence between the size
and orientation representation which is
anintermediate step in these transforms
and that seen in local regions of striate
cortex, and revealed by the aftereffects
that we have studied, may simply be a
coincidence. But it may be an indica-
tion that the visual system uses a trans-
form of this type.

Cortical areas. It has been pro-
posed that the existence of separate
cortical areas specialized for different
visual attributes allows for a more
economical analysis of each. Although
each of these areas may perform some
specialized tasks such as color con-
stancy or contour polarity, the results of
the experiments reported here suggest
that, other than these specialized analy-
ses, the independent analysis of visual
attributes may involve only the extrac-
tion of two-dimensional shape. The
cortical areas that have been proposed
as the sites for these independent analy-
sesinclude all those up to MT and V4.3
These independent representations
would involve a very large proportion
of visual cortex in what is only a pre-
liminary step in vision. It may be that
the functionally independent analyses
that we have demonstrated in our ex-
periments occur before these regions
and involve perhaps only compartmen-
talized representations rather than
physically separate ones. Orientation
tuning for disparity- and direction-se-
lective units is seen as early as the stri-
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ate cortex. However, in our oriented
gratings presented as random-dot stere-
ograms or random-dot kinematograms,
these striate units must respond to the
orientation of individual, luminance-
defined elements and not to the orien-
tation of the alternating broad strips of
random dots which are at different
depths (stereogram) or moving in dif-
ferent directions (kinematogram) and
which all have the same mean lumi-
nance. Some of the orientation effects
we measure must therefore be based in
extrastriate cortices although not nec-
essarily as far along as V4 or MT. Area
MT and V4 might then be candidates
for a new set of pathways that are not
specific to stimulus attributes. V4 might
be the site of a common two-dimen-
sional shape representation that com-
bines information fromall visual attrib-
utes. Note that if this were the case, V4
cells would not necessarily respond to
motion, for example, but to the shapes
defined by motion differences between
regions; it would not necessarily re-
spond to stereo but to the shapes of
regions defined by stereo. Specifically,
some cells in V4 ought to show tuning
for the orientation of contours that are
defined by any feature—color, lumi-
nance, texture, motion, or disparity—
as if these cells performed an OR func-
tion on the outputs of lower-level, ori-
entation-tuned units. Conversely, area
MT might respond to motion of shapes
no inatter how they are defined.
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